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Abstract
Automatically identifying related specialist terms is a difficult and important task required to understand the lexical structure of language. This paper develops a corpus-based method of extracting coherent clusters of satellite terminology – terms on the edge of the lexicon – using co-occurrence networks of unstructured text. Term clusters are identified by extracting communities in the co-occurrence graph, after which the largest is discarded and the remaining words are ranked by centrality within a community. The method is tractable on large corpora, requires no document structure and minimal normalization. The results suggest that the model is able to extract coherent groups of satellite terms in corpora with varying size, content and structure. The findings also confirm that language consists of a densely connected core (observed in dictionaries) and systematic, semantically coherent groups of terms at the edges of the lexicon.

Peripheral Lexis in Dictionaries

Can terms on the “fringe” of the lexicon be identified and organized from completely unstructured text in a single pass?

Motivation

Windowed co-occurrence networks naturally push some words to satellite regions

Co-occurrence Network

1. Construct an edge-weighted network of sentential word-word co-occurrences
2. Partition the graph into communities
3. Discard the largest community (~90% of words)
4. Summarize the remaining clusters by their most internally central words (hub-score)

Community Detection

InfoMap: By minimizing a description of flow through edges in a graph, densely connected components can be extracted in weighted (and directed) networks.

Semantic Coherence

\[
\sum_{i,j} \left( \frac{D(w_i, w_j) + 1}{D(w_i)} \right)
\]

(Designed to qualify topics by their most likely words)

Results

1. Number of clusters, within-cluster ranking and coherence are all defined intrinsically by the data.
2. Coherent clusters of terms are available without preprocessing or the use of document structure.
3. General language (enTenTen) exhibits more coherent satellite terminology.
4. Extracted terms are significantly less frequent than “core” words.
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