
 
 

 Dataset 
o IWSLT 2010 Chinese-English 

 Baselines (traditional syntactic) 
o String to tree (S2T) 
o Tree to string (T2S) 
o Tree to tree (T2T) 

 Results 

 
 
 
 
 
 
 
 
 
 
 
 Source parser: ZPar (Zhang and Nivre, 2011) 
 Lexical transfer 

o IBM model 4 alignment 
o Consistent and cohesive phrase extracted 
o Target projective span 
o Filter translation options by probability 

 Synthesis 
o Input: translation options 
o Mutually exclusive by source coverage 
o Output: target dependency tree 
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 Syntactic Machine Translation 
o Translation by parsing (traditional) 
 Translation rules 
 Encode target order 
 Advantage: 

• Efficient 
 Disadvantage: 

• On adequacy: 
• noise, coverage, rules 

• On fluency: 
• no free ordering 

o Translation by generation (this work) 
 No translation rules 
 parse  transfer  synthesis 
 Advantage: 

• More psycho-linguistically motivated 
• No hard rules 
• Soft source constraints in target synthesis 

 Disadvantage: 
• complexity 

 Our work 
o Preliminary study on translation by generation 
o Based on recent work: syntactic linearization (Zhang, 2013) 
o Perform word selection 
o Add bilingual features 

Approach 

Experiments 
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 Based on Zhang (2013) 
 Search 

o Learning guided search 
 Model 

o Scaled linear model 

𝑆𝑆𝑆𝑆𝑆 𝑆 =
𝜃 ⋅ Φ(𝑆)

𝑆
 

 Features 
o Base monolingual features 

 
 
 
 
 
 
 
 
 
 
 

o New bilingual features 
 
 

 
 
 
 
 

Synthesis 
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