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Experiments and results

Context
2 drawbacks by using a compact representation 
from multiple topic spaces

But, multi-view representation introduces: 
   - relevant variability needed to represent different 
contexts of the document
    - noisy variability related to topic space mapping

Reduction of the noisy variability with factor 
analysis technique

Extraction of a compact representation containing 
useful information named i-vector

Solution

Experimental protocol
DECODA project corpus of conversations:
      - Train = 740 / Dev=175 / Test = 327
Automatic Speech Recognition (ASR) system: Speeral
      - Word Error Rate (WER) with stop-list of 126 words:
            - train = 33.8% / dev = 45.2% / test  = 49.5%
8 conversation themes
TRS: manual transcriptions - ASR: automatic transcriptions
3,000 hidden topic spaces with a different topic number 
was built using the train corpus

Conclusion In spite of very high WER, possible to classify effectively documents with the proposed compact representation (c-vector) 
with an accuracy of 85% + allows us to both solve the difficult choice of the right number of topics and the theme proximity
Future work will seek to find the best combination of LDA hyper-parameters and evaluate effectiveness in other NLP tasks

Theme Identification Methods

Classification performance is stable (5.9 points difference for dev)  

Using comparable training and testing configurations allows to achieve the 
best classification performance
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A dialogue may contain a major and 
other semantically related themes 
(e.g: transportation card, lost and 
found, infractions)

Transcriptions obtained from an 
Automatic Speech Recognition (ASR) 
system are error prone ➩ Use 
astract features (latent Dirichlet 
allocation)

Abstract representation involves 
selecting the right number of 
classes composing the topic space

Difficulties

Theme hypothesization accuracies using different c-vectors and 
GMM-UBM sizes

Agent: Hello

Customer: Hello

Agent: Speaking ...

Customer: I call you because I 

was fined today, but I still have 

an imagine card suitable for 

zone 1 [...] I forgot to use my 

navigo card for zone 2

Agent: You did not use your 

navigo card, that is why they 

give you a fine not for a zone 

issue [...]

Customer: Thanks, bye

Agent: bye

Agent

Customer

Conversations agent/customer 

customer care service of the Paris 

transportation system
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Customer: I call you because I 

was fined today, but I still have 

an imagine card suitable for 

zone 1 [...] I forgot to use my 

navigo card for zone 2

Agent: You did not use your 

navigo card, that is why they 

give you a fine not for a zone 

issue [...]

Customer: Thanks, bye

Agent: bye
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Agent: Hello

Customer: Hello

Agent: Speaking ...

Customer: I call you because I 

was fined today, but I still have 

an imagine card suitable for 

zone 1 [...] I forgot to use my 

navigo card for zone 2

Agent: You did not use your 

navigo card, that is why they 

give you a fine not for a zone 

issue [...]

Customer: Thanks, bye

Agent: bye

Agent

Customer

Conversations agent/customer 

customer care service of the Paris 

transportation system

Semantic representation with a 
Latent Dirichlet Allocation (LDA) model

Agent: Hello

Customer: Hello

Agent: Speaking ...

Customer: I call I was fined 

today, but I to have an to 

imagine card suit at zone 1 [...] I 

forgot to use my navigo card 

into zone 2

Agent: You to do use your 

navigo card, this is why they 

gives you a fine for a zone 

issue [...]

Customer: Thanks, bye

Agent: bye

Agent

Customer

Conversations agent/customer 

customer care service of the Paris 

transportation system (from ASR)

Agent: Hello
Customer: Hello
Agent: Speaking ...
Customer: I call you because I 
was fined today, but I still have an 
imagine card suitable for zone 1 

[...] I forgot to use my navigo card 
for zone 2
Agent: You did not use your 
navigo card, that is why they give 
you a fine not for a zone issue [...]
Customer: Thanks, bye
Agent: bye

Agent

Customer

Conversations agent/customer 

customer care service of the 

Paris transportation system

TOPIC 1

P(w|z)           w
0.03682338236708009   card
0.026680126910873955 month
0.026007114700509565 navigo
0.01615229304874531   old
0.015527353139121238 agency
0.014229401019132776 euros
0.013123738102105566 imagine

TOPIC n

P(w|z)           w
0.06946564885496183   card
0.04045801526717557  fine
0.016793893129770993 transport
0.01603053435114504   woman
0.01450381679389313  fined
0.013740458015267175 aïe
0.012977099236641221 infraction

...

P(z |d) P(z |d)...
1 n

Agent: Hello
Customer: Hello
Agent: Speaking ...
Customer: I call you because I 
was fined today, but I still have an 
imagine card suitable for zone 1 

[...] I forgot to use my navigo card 
for zone 2
Agent: You did not use your 
navigo card, that is why they give 
you a fine not for a zone issue [...]
Customer: Thanks, bye
Agent: bye

Agent

Customer

Conversations agent/customer 

customer care service of the 

Paris transportation system

TOPIC 1

P(w|z)           w
0.03682338236708009   card
0.026680126910873955 month
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Based on two simple assumptions :
      distributions of theme classes are Gaussian
      the covariances of these classes are equal

Gaussian based Bayes classification

TEST

logue covariance matrix defined by:

W =
K�

k=1

nk

n
Wk =

1
n

K�

k=1

nk�

i=0

�
xi
k − xk

��
xi
k − xk

�T

(1)
where Wk is the covariance matrix of the kth theme Ck,

nk is the number of utterances for the theme k, n is the total
number of dialogues in the training dataset, xk

i are the training
dialogues of theme k, xk is the mean of all dialogues of the
kth theme and K is the number of themes. Dialogues do not
provide the same contribution to the covariance matrix. For this
reason, the term nk

n is introduced in equation 1.
If homoscedasticity (equality of the class covariances) and

Gaussian conditional density models are assumed, a new obser-
vation x from the test set can be assigned to theme class kBayes
using the Gaussian classifier based on the Bayes decision rule:

kBayes = argmax
k

N (x | xk,W)

= argmax
k

�
−1
2
(x− xk)

T W−1 (x− xk) + ak

�

(2)

where xk is the centroid (mean) of theme k, W is the within
theme covariance matrix defined in equation 1, N denotes the
normal distribution and ak is the log prior probability of the
theme membership defined as ak = log (P (Ck)). It is worth
noting that, with these assumptions, the Bayesian approach is
similar to the Fisher’s geometric approach since x is assigned to
the nearest centroid’s class, according to the Mahalanobis [16]
metric of W−1 computed as follows:

kBayes = argmax
k

�
−1
2
||x− xk||2W−1 + ak

�
(3)

4.2. SVM classification

SVM classifiers are used for the purpose of comparison. They
map hidden topic features into a space of higher dimension
and make decisions in this new space. As theme classifica-
tion requires a multi-class classifier, the SVM one-against-one
method is chosen with a linear kernel. This method gives a
better testing accuracy than the one-against-rest method [23].
In this multi-theme problem, T denotes the number of themes
and ti, i = 1, . . . , T denotes the T themes. A binary classifier
is used with a linear kernel for every pair of distinct themes.
As a result, a set of T (T − 1)/2 binary classifiers are trained
and used for testing. The binary classifier Ci,j is trained with
data labelled with ti for a positive class and tj for negative one
(i �= j).

Given a dialogue d in the test corpus, if Ci,j classifies d in
theme ti, then a voting score for the class ti is incremented by
one. Otherwise, the score for the theme tj is increased by one.
Eventually, the dialogue d is assigned to the theme that received
the highest score.

5. Experiments
5.1. Experimental protocol

The corpus of the DECODA project [24] has been used for the
theme identification experiments described in this section.

This corpus is composed of 1,067 telephone conversations
from the call centre of the public transportation service in Paris.

The corpus is split into a train set (740 dialogues) and a test set
(327 dialogues). Conversations have been manually transcribed
and labeled with one theme label corresponding to the principal
concern mentioned by the customer. The semantic annotation
consists in 8 conversation themes: problems of itinerary, lost
and found, time schedules, transportation cards, state of the
traffic, fares, infractions and special offers. A portion of the
train set (175 dialogues) is also used as a development set for
selecting the dimension of the hidden topic spaces. All hidden
spaces were obtained with the manual transcriptions of the train
set. The number of turns in a conversation and the number of
words in a turn are highly variable. The majority of the con-
versations have more than ten turns. The turns of the customer
tend to be longer (> 20 words) than those of the agent and are
more likely to contain out of vocabulary words that are often
irrelevant for the task.

The ASR system used for the experiments is the LIA-
Speeral system [25] with 230,000 Gaussians in the triphone
acoustic models. Model parameters were estimated with maxi-
mum a posteriori probability (MAP) adaptation from 150 hours
of another corpus of telephone speech. The vocabulary contains
5,782 words. A 3-gram language model (LM) was obtained by
adapting with the manual transcriptions of the train set a ba-
sic LM. An initial set of experiments was performed with this
system resulting in an overall WER on the train set of 45.8%
and on the test set of 58.0%. These high WER are mainly due
to speech disfluencies and to adverse acoustic environments for
some dialogues when, for example, users are calling from train
stations or noisy streets with mobile phones. Furthermore, the
signal of some sentences is clipped or with low signal to noise
ratio. A “stop list” of 126 words1 was used to remove unneces-
sary words resulting in a WER of 33.8% on the train set and of
49.5% on the test set.

Experiments are conducted using train data represented
by the manual transcriptions only (TRS), the automatic tran-
scriptions only (ASR), and by dividing the word probabili-
ties of a conversation with the WER of the entire conversa-
tion (A+WER). The conditions indicated by the abbreviations
between parentheses are considered for the development (Dev)
and the test (Test) sets.

Classifications are considered in the above mentioned train
and test conditions using features from hidden spaces of respec-
tively agent only (AGENT), customer only (CUSTOMER) and
the combination of the two (AG-CUST).

For the sake of comparison, theme hypothesization was
performed with the two unsupervised classification methods,
namely SVM and Gaussian, using hidden topic features esti-
mated with word probabilities. For the sake of comparison, TF-
IDF-Gini features were also evaluated with an SVM classifier.

As the agents annotate conversations based on what they
considered as the most important theme if multiple themes are
mentioned, the corpus annotation used in the experiments is
based on the agent annotations with minor corrections made
only when unquestionable agent errors, mostly caused by stress,
are observed.

It was observed that the train corpus vocabulary contains
7,920 words while the test corpus contains 3,806 words, only
70.8% of them occur in the train corpus. A subset of the
800 most discriminative words according to the Gini score was
extracted to compose 800 TF-IDF-Gini features used with an
SVM classifier.

For each train condition and feature type, a set of 19 hidden

1http://code.google.com/p/stop-words/
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Figure 4: Theme classification accuracies using various topic-based representations with EFR normal-
ization (baseline) on the development and test sets (X-coordinates start at 10 indeed, but to show the best
configuration point (15), the origine (10) has been removed).

Table 1: Theme classification accuracy (%) with different c-vectors and GMM-UBM sizes.

DEV TEST
c-vector Number of Gaussians in GMM-UBM

size 32 64 128 256 32 64 128 256
60 88.8 86.5 91.2 90.6 85.0 82.6 83.5 84.7

100 91.2 92.4 92.4 87.7 86.0 85.0 83.5 84.7
120 89.5 92.2 89.5 87.7 85.0 83.5 85.4 84.1

Table 2: Maximum (Max), minimum (Min) and Difference (Max −Min) theme classification accu-
racies (%) using the baseline and the proposed c-vector approaches.

Max Min Difference
Method DEV TEST DEV TEST DEV TEST
baseline 83.3 76.0 58.6 56.8 14.7 20.8
c-vector 92.4 85.0 86.5 82.6 5.9 2.4

and test sets, the gap between accuracies is much
smaller: classification accuracy does not go be-
low 82.6%, while it reached 56% for the worst
topic-based configuration. Indeed, as shown in Ta-
ble 2, the difference between the maximum and

the minimum theme classification accuracies is of
20% using the baseline approach while it is only
of 2.4% using the c-vector method.

We can conclude that this original c-vector ap-
proach allows one to better handle the variabilities

83.5

Theme Identification using various
topic-based representations

Best reached classification accuracy: 83% dev and 76% test

Classification performance is unstable (Difference of 25 points 
on the dev.)
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