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CONSTRAINTS ON DISTANT SU PERVISION compared to hoffmann (upto 0.4 points)
Examples of some constraints
1.Each mention of a pair of entities expresses only one relation e o > »r s o >
2.Each fact is expressed at least once in training corpus (at-least-one) recall
3.Facts present in database might not be present in training corpus SUMMARY
(noisy-or)
4.Prime Minister has PER as 15t argument and COUNTRY as 2"d argument » Addition of constraints using a ILP formulation

(selectional preferences) » Relaxation of deterministic-OR by a soft constraint (noisy-OR)
5.Country can have only ONE PM

6.Trustee relationship can be valid for more than 2 tuples * Experimentsjon two benchmark catasets
7.A company cannot have HQ in 2 different locations * Future Work: Augment with other type of constraints (e.g. : selectional preferences
8.... of entity types, global constraints)

Modeling constraints

 Constraints can be modeled effectively by posing the inference problem as an —REFERENCES
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« We reformulate inference procedures during training as ILP problems.
* Introduce soft-constraint in the ILP objective to model noisy-or in training.

« Empirically, our algorithms perform better than Hoffmann et. al. (2011) under
certain settings on two benchmark datasets.
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